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1. INTRODUCTION1 

 

Social science research has the potential to inform and influence policy or public action (Bulmer, 

2015; Burawoy, 2005; Weiss & Bucuvalas, 1980) with rigorous empirical evidence (National Research 

Council [NRC], 2012). The need for rigorous research evidence leads to the generation and 

communication of causal questions and results relevant to critical real-world issues (Frank et al., 

2023; Schneider et al., 2007). Causal research evidence, even those produced from properly designed 

and implemented experimental or quasi-experimental studies, can be ambiguous and difficult to 

interpret.  

Debates about the theoretical and methodological foundations for causal inferences in the social 

sciences date back to the 1900s (e.g., Rubin, 1974; Thorndike and Woodworth, 1901; see Oakley, 

1998 for review). Concerns about inferences from non-experimental studies without randomized 

controlled trials, are particularly pronounced. Consider research on the impacts of eviction on 

individuals (e.g., economic hardship, health) and communities (e.g., homelessness rates, voter 

turnout) in which social scientists have employed an array of identification strategies, including 

coarsened exact matching, instrumental variable, and fixed effects, to address confounding factors 

and selection biases associated with being evicted (e.g., Hoke & Boen, 2021; Schwartz et al., 2022; 

Slee & Desmond, 2023; Treglia et al., 2023). The controversy primarily concerns the internal validity 

of the results: despite controlling for both observed and unobserved heterogeneity, how can we be 

certain that evicted individuals are being compared with similar others?  

In quantitative research, sensitivity analysis represents one of the key approaches for quantifying 

and communicating uncertainty of estimated findings. Inspired by Cornfield et al.’s (1959) work on 

identifying alternative factors that could account for the estimated effect of smoking on lung cancer, 

sensitivity analyses have become a useful and widely used approach to assess and facilitate the 

discussion about the robustness of estimated effects in the fields of health and medicine (e.g., Baer 

et al., 2021; Brumback et al., 2004; Dorie et al., 2016; Frank et al., 2021a,b; Gastwirth et al., 1998; 

Lash et al., 2009; Robins, Rotnitzky and Scharfstein, 2000; Rosenbaum and Rubin, 1983a,b; 

Scharfstein et al., 2021; Vanderweele and Arah, 2011; Vanderweele and Ding, 2017; Walsh et al., 

2014; Walter et al., 2020) and have developed in economics (Altonji, Elder and Taber, 2005; Imbens 

2003; Oster, 2019), political science (Acharya, Blackwell and Sen 2016; Blackwell, 2014; Neumayer 

and Plümper, 2017; Plümper and Traunmüller, 2020), psychology (e.g., Fritz et al., 2016; Imai et al., 

2010a,b; Lin et al., 2022; Liu and Wang, 2020; Mauro, 1990), sociology (Diprete and Gangl, 2004; 

Frank, 2000; Frank and Min, 2007), education (Carnegie, Harada and Hill, 2016; Frank et al., 

2013a,b; Rosenbaum, 1986), machine learning (Chernozhukov et al., 2021; Jesson et al., 2021; 

Kallus et al., 2019) and statistics (Cinelli and Haslett, 2020; Copas and Li, 1997; Franks, D’Amour 

and Feller, 2019; Hong, Yang and Qin, 2021a; Hong et al., 2018; Hosman, Hansen and Holland, 

2010). 

The document is intended to serve as a practical guide to implementing the Impact Threshold of a 

Confounding Variable (ITCV; Frank, 2000; Frank et al., 2013), a sensitivity analysis approach based 

on omitted variables, and Robustness of Inference to Replacement (RIR; Frank et al., 2013; Frank et 

al., 2021), a sensitivity analysis approach based on replacement of cases. As a first motivating 

example, we apply the ITCV to Desmond and Kimbro’s (2015, p. 311) estimated effect of a recent 

eviction on women’s material hardship using propensity score matching, which was 1.02 standard 

 

1 Part of this chapter is modified from Frank et al.’s (2023) paper published in Social Science Research. 
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deviations (standard error = 0.29; t = 3.52; p < 0.01; sample size = 122; number of covariates = 41). 

For this example, the ITCV generates the statement “To nullify the inference of the estimated effect of 

a recent eviction, an omitted variable would have to be correlated at 0.439 with eviction and with 

material hardship” (Frank, 2000). As a second motivating example, we apply the RIR to Yeager et al.’s 

(2019, p. 366) estimated effect of growth mindset intervention in a randomized controlled trial (RCT) 

on core course GPA among lower-achieving adolescents, which was 0.10 grade points (95% 

confidence interval = 0.04, 0.16; standard error = 0.03; sample size = 6,320; t = 3.51; p = 0.001). 

For this example, the RIR generates the statement “To nullify the inference of the estimated effect of 

growth mindset intervention, 41.19% of the cases (or 2,603 students) would have to be replaced with 

counterfactual cases with zero effect of the treatment” (Frank et al., 2013).  

To set the stage for the rest of the practical guide, we will now briefly summarize the most 

important points about the ITCV and RIR: 

 Sensitivity analyses are intended to inform 

dialogue about causal inferences, not to 

establish or nullify existing inferences. 
 

 Sensitivity analysis in general and ITCV 

and RIR in particular should be used after 

the analyst has conducted the strongest 

model or set of models for causal 

inference, given the experimental or non-

experimental data. 
 

 There is no fixed “good cut-off” for ITCV 

and RIR across studies and fields. Using a 

fixed cut-off would pre-empt discourse 

about an inference instead of promoting 

discourse. 

 

 We encourage analysts (1) to benchmark 

either the ITCV or RIR using observed 

covariates, and/or (2) to quantify the RIR 

for similar studies in the field (see 

examples in Frank et al., 2013) 
 

 ITCV and RIR could be calculated and 

interpreted along with other analyses that 

estimate the sensitivity of estimates to 

observed covariates or alternative 

specifications. 
 

 The ITCV and RIR also complement 

reporting of effect sizes and confidence 

intervals as well as p-values.
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2. IMPACT THRESHOLD OF A CONFOUNDING VARIABLE (ITCV)2 
 

2.1 Overview of the Impact Threshold of a Confounding Variable (ITCV) 

The history of sensitivity analysis based on linear model includes Mauro’s (1990) tables and 

several contemporary techniques including bias masking (Middleton et al., 2016), simulation 

approaches (e.g., Carnegie et al., 2016), and the robustness value based on expressions of R2 

(Cinelli & Hazlett, 2020). Nearly all draw on expressions of associations between the omitted 

variable and the focal predictor and between the omitted variable and the outcome, with the 

primary challenge being to generate a single expression that is a function of both associations. 

These are the two associations that generate changes in the estimated effect for the predictor of 

interest that might be used to characterize the importance of a covariate (An & Glynn 2021; Hong 

& Raudenbush, 2005; Oster, 2019). 

One expression of the dual associations of the confounder is the product of the two 

associations: (association of omitted variable with the predictor of interest) x (association of the 

omitted variable with the outcome). Examples of this type of product can be traced back to 

Cochrane (1938) if not earlier (e.g., to Fisher 1936) as well as to expressions for omitted variable 

bias in econometrics (Wooldridge, 2010). Through the product each component of confounding 

is important in proportion to the size of the other; relationships with the outcome are important 

for variables strongly related to the predictor of interest, and vice versa.  

The functional form of the product is implied by other sensitivity analyses. The curvature in 

Imbens (2003) line plot implies that small increases in the partial R2 between omitted variables 

and assignment reduce an estimate by the targeted amount for large values of the partial R2 with 

the outcome, and vice versa (others such as Carnegie et al., 2016; Cinelli & Hazlett, 2020; Dorie 

et al., 2016, have extended this to contour plots). See similar implications for binary outcomes 

(Rosenbaum, 2002; Harding, 2003; Vanderweele & Arah, 2011) and in a propensity score 

framework (Hirano & Imbens, 2001; Hong et al., 2021) and mediation framework (Imai et al., 

2010).  

It is intuitive then to express sensitivity analysis in terms of the product: (association of 

omitted variable with the predictor of interest) x (association of the omitted variable with the 

outcome).  Specifically, Frank (2000) quantifies the sensitivity of an inference in terms of the 

product of two correlations: rx⸱cvr y⸱cv, where rx⸱cv is the sample correlation between the predictor of 

interest (X) and the confounding variable (CV) and r y⸱cv is the sample correlation between the 

outcome (Y) and the confounding variable. Consider Desmond and Kimbro’s (2015) study of the 

effects of eviction on economic hardship. In Figure 1, the relationship of interest is between a 

recent eviction (X) and material hardship (Y), which could be impacted by an omitted confounding 

variable (e.g., loss of income, tenant-landlord disputes). Frank (2000) defines the impact of the 

confounding variable as impact=reviction⸱cvrhardship⸱cv; the two components of confounding are 

resolved into a single term by taking the product. 

 

2 This chapter is modified from Frank et al.’s (2023) paper published in Social Science Research. 
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Frank (2000) turns the expression impact = rx⸱cvr y⸱cv into sensitivity analysis by showing how 

large the impact of an omitted variable must be to nullify an inference. Drawing on Figure 1, 

consider the model:  

 

and assume �̂�1 is statistically significant, rejecting the null hypothesis that β1=0. But there may 

be a skeptic who challenges the inference. The skeptic might be a reviewer acting in the name of 

good science, or the skeptic might be someone who resists the policy implications of rejecting the 

null hypothesis to protect existing policy. Correspondingly, the skeptic may challenge the inference 

based on the existence of an omitted variable, that, if included in the model would alter the 

inference for β1. Consider the model:   

 

 Eviction  Material 
hardship        

Hardship=β0+β1Eviction+β2IncomeLoss, (2) 

7 

Figure 1. The impact of a confounding variable. 

Hardship=β0+β1Eviction, (1) 



  

 

 
for which IncomeLoss is unmeasured. A skeptic might challenge the inference from (1) for which 

�̂�1 is statistically significant by claiming �̂�1  would not be statistically significant in (2) upon 

including the omitted confounding variable, IncomeLoss.  

Either in response to, or in anticipation of, such debates, researchers routinely employ controls 

for observed confounds through estimation techniques (e.g., regression analysis, propensity 

scores, regression discontinuity, instrumental variables). But what if �̂�1 is still statistically 

significant even after controlling for observed confounds? Concerns about omitted variables 

might persist because it may be difficult to exhaustively account for all confounders with observed 

variables.  The question then is, can the evidence be strong enough relative to a threshold for 

inference to inform action, even if there are potentially omitted variables?  

To respond to this question, Frank (2000) quantifies how strong the impact of an omitted 

variable must be to nullify an inference. Specifically, Frank (2000) expresses �̂�1|𝐶𝑉 as a function 

of correlations associated with an omitted variable: 

  

where rx⸱y is the sample correlation between X and Y.  Note how the product rx⸱cvr y⸱cv appears in the 

numerator of (3a). Importantly, Frank (2000) also expresses how an omitted variable can affect 

the standard error representing sampling variability and used for inference:  

 

where �̂�is a sample variance, n is the sample size, and q the number of covariates. As can be 

observed, the product rx⸱cvr y⸱cv appears in both the expression for �̂�1as well as its standard error. 

 A straightforward way (Frank et al., 2008) to calculate the impact necessary to nullify an 

inference leverages the fact that there is a one-to-one correspondence between a t ratio and a 

partial correlation.  Specifically, 

  

�̂�1|𝐶𝑉 =
�̂�𝑌

�̂�𝑋

𝑟𝑋⋅𝑌−𝑟𝑌⋅𝐶𝑉𝑟𝑋⋅𝐶𝑉

1−𝑟𝑋⋅𝐶𝑉
2 , (3a) 

 

𝑠𝑒(�̂�1|𝐶𝑉) =
�̂�𝑌

�̂�𝑋
× √

1 − 𝑅𝑌⋅𝑋
2

𝑛 − 𝑞 − 1
×

1

1 − 𝑟𝑋⋅𝐶𝑉
2  

=
�̂�𝑌

�̂�𝑋
× √

1−(𝑟𝑋⋅𝑌
2 +𝑟𝑌⋅𝐶𝑉

2 −2𝑟𝑋⋅𝑌𝑟𝑌⋅𝐶𝑉𝑟𝑋⋅𝐶𝑉)

1−𝑟𝑋⋅𝐶𝑉
2

𝑛−𝑞−1
×

1

1−𝑟𝑋⋅𝐶𝑉
2 ,  (3b) 

 

𝑟𝑥⋅𝑦|𝑐𝑣 =
𝑡𝑥⋅𝑦|𝑐𝑣

ඥ𝑑𝑓+𝑡𝑥⋅𝑦|𝑐𝑣
, where 𝑡𝑥⋅𝑦|𝑐𝑣 =

𝛽1|𝐶𝑉,𝑍

𝑠𝑒(𝛽1|𝐶𝑉,𝑍)
. (4) 
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The partial correlation, rx⸱y|cv can be expressed as (Cohen et al., 2014): 

 

Similar to Frank (2000) for (3a) and (3b), Xu et al. (2019) show the maximum for (5) occurs 

for rx⸱cv=r y⸱cv . That is, the smallest possible product that could reduce rx⸱cv|z below a threshold 

occurs when rx⸱cv=r y⸱cv.  Thus, making the assumption that rx⸱cv=r y⸱cv favors the challenger of the 

inference, consistent with a conservative stance for making inferences. 3  

           

 If rx⸱cv=r y⸱cv then 𝑖𝑚𝑝𝑎𝑐𝑡 = 𝑟x·𝑐𝑣 × 𝑟𝑦·𝑐𝑣 = 𝑟x·𝑐𝑣
2 = 𝑟y·𝑐𝑣

2 .  

 

Substituting impact for 𝑟x·𝑐𝑣 × 𝑟𝑦·𝑐𝑣 , 𝑟x·𝑐𝑣
2 , and 𝑟y·𝑐𝑣

2  in (5) yields:   

 

Setting rx⸱y|cv to be less than or equal to any threshold value, r#, and solving for impact yields:  

 

Thus, the partial correlation rx⸱y|cv will fall below the threshold value of r# if the impact of an omitted 

confounder is greater than 
𝒓𝒙⋅𝒚−𝒓#

𝟏−|𝒓#|
, which defines the Impact Threshold for a Confounding Variable 

(ITCV).  
The closed form expression in (7) supports intuition about sensitivity. Specifically, sensitivity about 

an inference is based on the difference between the estimated effect and the threshold for inference 

(rx⸱cv -r#).  This difference is then scaled relative to the threshold in the denominator (1 − |𝑟#|).  An 

inference based on a given difference is less robust if the threshold is small, as would be the case for 

large sample sizes.  

 

3 Frank et al. (2021) observed that estimates change most when rx⸱cv =r y⸱cv and Cinelli and Hazlett also assume 

rx⸱cv =r y⸱cv in generating their robustness value but they do not provide a justification, and in their modeling 

framework the assumption does not necessarily maximize or minimize the estimated effect. 

𝑟x·𝑦|𝑐𝑣 =
𝑟x·𝑦−𝑟x·𝑐𝑣×𝑟𝑦·𝑐𝑣

ට1−𝑟𝑦·𝑐𝑣
2 ට1−𝑟x·𝑐𝑣

2
. (5) 

𝑟𝑥𝑦|𝑐𝑣 =
𝑟x·𝑦−𝑖𝑚𝑝𝑎𝑐𝑡

1−|𝑖𝑚𝑝𝑎𝑐𝑡|
.  (6) 

 

Impact > 
𝑟𝑥⋅𝑦−𝑟#

1−|𝑟#|
. (7) 
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A second advantage of working in terms of the partial correlation rx⸱y|cv is that the threshold for 

statistical significance can be directly calculated.  Although r# can represent any specified threshold, 

a threshold for statistical significance is defined as,  

where df is the degrees of freedom used to test �̂�1 .  Because the inference for the regression 

coefficient in (2) is identical to that for the partial correlation in (5), the expressions in (7) and (8) 

directly account for changes in the estimated effect and its standard error.  Correspondingly, when the 

impact of an omitted variable is greater than the ITCV defined by r#, �̂�1  would not be statistically 

different from zero if the omitted variable were included in the model. 

 

*** A further reading list on ITCV can be found on KonFound-It! Website resources page. 

  

𝑟# =
𝑡𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙

ට𝑑𝑓+𝑡𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙
2

, (8) 
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2.2 Application of the ITCV: A Step-by-Step Guide 

The calculations of ITCV can be performed with, 

(1) a Shiny app KonFound-it! At https://konfound-project.shinyapps.io/konfound-it/, 

(2) Konfound commands in R software, 

(3) Konfound commands in Stata software, or 

(4) a Konfound-it! Spreadsheet (in Microsoft Excel) 

To compute the ITCV for an estimated effect in a linear model (i.e., regression), a 

researcher will need the four following values from the data or estimated model: (1) estimated 

coefficient for the predictor of interest, (2) standard error, (3) sample size, and (4) number of 

covariates.      

As an example of how to apply the ITCV, consider Desmond and Kimbro’s (2015) estimated 

effect of a recent eviction on women’s material hardship using propensity score matching, 

which was 1.02 standard deviation (standard error = 0.29; t = 3.52; p < 0.01; sample size = 

122; number of covariates = 41; see the abstract, Table 2, and results interpretation of the 

paper below). 
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2.2.1   Computing ITCV with KonFound-it! Shiny App 

2.2.1.1 Access 

To use the KonFound-it! Shiny app, go to https://konfound-

project.shinyapps.io/konfound-it/. As of the release of this practical guide, the KonFound-

it! Shiny app is built with version 1.0.3 of the konfound R package, which will be updated 

over time. 
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2.2.1.2 Calculating ITCV 

To calculate the ITCV, follow the steps illustrated below:  

     

 

  

    Step 1 

Choose the option of 

“Continuous” as the type of 

outcome 

 

 

    Step 2 

The option of “Estimates from 

a linear model” will be 

automatically chosen 

 

 

 

          Step 3 

 

Choose the option of “ITCV: 

Impact Threshold for a 

Confounding Variable (Basic 

Analysis)”  

     

14 
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   Step 4.1 

Enter the coefficient for 

the predictor of interest  

 

 

 

Step 4.2 

Enter the standard error of the 

estimated effect 

 

 

Step 4.3 

Enter the number of 

observations (or sample size) 

of the estimated model 

 

 

Step 4.4 

Enter the number of covariates 

included in the model other 

than the predictor of interest 

 

 

Step 4.5 

Click “RUN” 
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2.2.1.3 Output and Interpretation 

   

Text Output 

Presents a statement 

interpreting the 

calculated ITCV  

 

 

   Graphic Output 

Presents an illustration 

that displays the (1) 

correlation between an 

omitted confounding 

variable and the predictor 

of interest, (2) correlation 

between an omitted 

confounding variable and 

the outcome, and (3) 

product of the two 

correlations   
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Suggested Interpretation: 

 

 

*** Other published empirical examples with ITCV interpretation can be found on KonFound-It! Website 

resources page. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

A suggested statement for interpreting the calculated ITCV of Desmond and Kimbro’s 

(2015) estimated effect of a recent eviction on women’s material hardship reads: “to 

nullify the inference of the estimated effect of a recent eviction on material hardship 

(coefficient = 1.02; standard error = 0.29; p < 0.01; sample size = 122; number of 

covariates = 41), an omitted variable would have to be correlated at 0.439 with the 

eviction and with the material hardship” (Frank, 2000). 

17 
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2.2.1.4 Generating R and Stata codes 

To generate R and Stata codes: 

 

 

Generate R Code 

To generate R codes, 

check the box on the left 

of “Generate R Code”  

 

 

Generate Stata Code 

To generate Stata codes, 

check the box on the left 

of “Generate Stata Code” 
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2.2.2 Computing ITCV with R Software 

2.2.2.1 Installation 

To install the latest CRAN version of konfound (April 2025): 

install.packages("konfound") 

To install the development version from GitHub (including new features possibly in beta 

mode): 

install.packages("devtools") 

devtools::install_github("jrosen48/konfound") 

2.2.2.2 Calculating ITCV 

To calculate the ITCV by manually entering results using long-form code:  

library(konfound) 
pkonfound(est_eff = 1.02, 
          std_err = 0.29, 
          n_obs = 122, 
          n_covariates = 41, 
          index = 'IT') 

To calculate the ITCV by manually entering results using short-form code: 

pkonfound(1.02, 0.29, 122, 41, index = 'IT') 

 

2.2.2.3 Output and Interpretation 

R output (the same for both long- and short-form approach): 

Impact Threshold for a Confounding Variable (ITCV): 
The minimum impact of an omitted variable to nullify an inference 
for a null hypothesis of an effect of 0 (nu) is based on a 
correlation of 0.437 with the outcome and 0.437 with the predictor 
of interest (conditioning on all observed covariates in the model; 
signs are interchangeable if they are different). This is based on 
a threshold effect of 0.219 for statistical significance (alpha = 
0.05). 
 
Correspondingly the impact of an omitted variable (as defined in 
Frank 2000) must be 0.437 X 0.437 = 0.191 to nullify an inference 
for a null hypothesis of an effect of 0 (nu). 
 
For calculation of unconditional ITCV using pkonfound(), 
additionally include the R2, sdx, and sdy as input. 

19 
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See Frank (2000) for a description of the method. 
 
Citation: 
Frank, K. (2000). Impact of a confounding variable on the inference 
of a regression coefficient. Sociological Methods and Research, 
29(2), 147-194. 
 
Accuracy of results increases with the number of decimals reported. 
 
The ITCV analysis was originally derived for OLS standard errors. 
If the standard errors reported in the table were not based on OLS, 
some caution should be used to interpret the ITCV. 
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2.2.3 Computing ITCV with Stata Software 

2.2.3.1 Installation 

To install the Stata konfound command: 

ssc install konfound 

ssc install indeplist 

ssc install moss 

ssc install matsort 

2.2.3.2 Calculating ITCV 

To calculate ITCV by manually entering results:  

pkonfound 1.02 0.29 122 41, indx("IT") 

2.2.3.3 Output and Interpretation 

Stata output: 

Impact Threshold for a Confounding Variable (ITCV): 
 
The minimum impact of an omitted variable to nullify the inference for a 
null hypothesis of an effect of 0 (nu) is based on a correlation of 0.437 
with the outcome and 0.437 with the predictor of interest (conditioning 
on all observed covariates in the model; signs are interchangeable if they 
are different). This is based on a threshold effect of 0.219 for 
statistical significance (alpha = 0.050). 
 
Correspondingly the impact of an omitted variable (as defined in Frank 
2000) must be 0.437 X 0.437 = 0.191 to nullify the inference for a null 
hypothesis of an effect of 0 (nu). 
For calculation of unconditional ITCV, include the rs (for R2), sdx and 
sdy as input and include 'return list' following the pkonfound command. 
 
See Frank (2000) for a description of the method. 
Citation: 
Frank, K. (2000). Impact of a confounding variable on the inference of a 
regression coefficient. Sociological Methods and Research, 29 (2), 147-
194. 
 
Accuracy of results increases with the number of decimals reported. 
 
The ITCV analysis was originally derived for OLS standard errors. If the 
standard errors reported in the table were not based on OLS, some caution 
should be used to interpret the ITCV. 
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2.2.4 Computing ITCV with Konfound-it! Spreadsheet 

 

2.2.4.1 Download 

Go to KonFound-it! Website Resources page and download the KonFound-it! spreadsheet for calculating indices.  

 

2.2.4.2 Calculating ITCV, Output, and Interpretation 

Follow the steps illustrated below to calculate the ITCV and obtain the output and interpretation: 

 

 

 

    

 

 

 

 

 1 Enter the 

estimated effect 

 2 Enter the 

standard error 

 3 Enter the 

sample size 

 4 Enter the number 

of covariates 
 5 IGNORE this set of output 

for the ITCV analysis 
 USE this set of output for 

the ITCV analysis 

1 2 3 4 

6 

1 2 3 4 
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 2.2.5 Calculating ITCV for Models Fitted in R 

2.2.5.1 Dataset 

This example uses the concord1 dataset built into the konfound package. See the 

description of the dataset and procedure in Narvaiz et al. (2024).    

2.2.5.2 Fitting a Linear Model in R 

Below is the code to fit a linear model using the concord1 variables:  

m <- lm(water81 ~ water80 + income + educat + retire + peop80, data = concord1) 
 

2.2.5.3 Calculating ITCV 

To calculate ITCV for peop80: 

library(konfound) 
 
konfound(m, peop80, index = "IT") 

2.2.5.4 Output and Interpretation 

R output: 

Impact Threshold for a Confounding Variable (ITCV): 
 
The Unconditional ITCV: 
The minimum impact of an omitted variable to nullify an inference 
for a null hypothesis of an effect of 0 (nu) is based on a 
correlation of 0.319 with the outcome and 0.424 with the 
predictor of interest (BEFORE conditioning on observed 
covariates; signs are interchangeable if they are different). 
This is based on a threshold effect of 0.088 for statistical 
significance (alpha = 0.05). 
 
Correspondingly the UNCONDITIONAL impact of an omitted variable 
(as defined in Frank 2000) must be 0.319 X 0.424 = 0.135 to 
nullify an inference for a null hypothesis of an effect of 0 
(nu). 
 
Conditional ITCV: 
The minimum impact of an omitted variable to nullify an inference 
for a null hypothesis of an effect of 0 (nu) is based on a 
correlation of 0.519 with the outcome and 0.519 with the 
predictor of interest (conditioning on all observed covariates in 
the model; signs are interchangeable if they are different). This 
is based on a threshold effect of 0.088 for statistical 
significance (alpha = 0.05). 
 
Correspondingly the impact of an omitted variable (as defined in 
Frank 2000) must be 0.519 X 0.519 = 0.269 to nullify an inference 
for a null hypothesis of an effect of 0 (nu). 
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Interpretation of Benchmark Correlations for ITCV: 
Benchmark correlation product ('benchmark_corr_product') is 
Rxz*Ryz = 0.2082, showing the association strength of all 
observed covariates Z with X and Y. 
 
The ratio ('itcv_ratio_to_benchmark') is unconditional 
ITCV/Benchmark = 0.1350/0.2082 = 0.6481, indicating the 
robustness of inference.  
 
The larger the ratio the stronger must be the unobserved impact 
relative to the impact of all observed covariates to nullify the 
inference. The larger the ratio the more robust the inference. 
 
If Z includes pretests or fixed effects, the benchmark may be 
inflated, making the ratio unusually small. Interpret robustness 
cautiously in such cases. 
 
See Frank (2000) for a description of the method. 
 
Citation: 
Frank, K. (2000). Impact of a confounding variable on the 
inference of a regression coefficient. Sociological Methods and 
Research, 29(2), 147-194. 
 
Accuracy of results increases with the number of decimals 
reported. 
 
The ITCV analysis was originally derived for OLS standard errors. 
If the standard errors reported in the table were not based on 
OLS, some caution should be used to interpret the ITCV.NULL 
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2.2.6 Calculating ITCV for Models Fitted in Stata 

2.2.6.1 Dataset 

This example uses the concord1 dataset which can be downloaded by using the following 

Stata code (see the description of the dataset and procedure in Ran et al. [2019]): 

use https://stats.idre.ucla.edu/stat/stata/examples/rwg/concord1, clear 
 

2.2.6.2 Fitting a Linear Model in Stata 

Below is the code to fit a linear model using the concord1 variables:  

regress water81 water80 income educat retire peop80  

2.2.6.3 Calculating ITCV 

To calculate ITCV for peop80:  

konfound peop80, indx(IT) 

2.2.6.4 Output and Interpretation 

Stata text output: 

For variable peop80 

 

Impact Threshold for a Confounding Variable (ITCV) 

 

Unconditional ITCV: 

The minimum impact of an omitted variable to nullify an inference 

for a null hypothesis of an effect of 0 is based on a correlation of 

0.319 with the outcome and 0.424 with the predictor of interest 

(BEFORE conditioning on observed covariates; signs are 

interchangeable if they are different). This is based on a threshold 

effect of .088 for statistical significance (alpha = .05). 

 

Correspondingly, the UNCONDITIONAL impact of an omitted variable (as 

defined in Frank 2000) must be 0.319 × 0.424 = .135 to nullify an 

inference for a null hypothesis of an effect of 0 (nu). 

 

Conditional ITCV: 

The minimum impact of an omitted variable to nullify an inference 

for a null hypothesis of an effect of 0 is based on a correlation 

of .519 with the outcome and .519 with the predictor of interest 

(conditioning on all observed covariates in the model; signs are 

interchangeable if they are different). This is based on a threshold 

effect of .088 for statistical significance (alpha = .05). 

 

25 

https://journals.sagepub.com/doi/epub/10.1177/1536867X19874223


  

 

 
Correspondingly, the impact of an omitted variable (as defined in 

Frank 2000) must be .519 × .519 = .269 to nullify an inference for a 

null hypothesis of an effect of 0 (nu). 

  

For exact values calculated by ITCV, include 'return list' following 

the konfound command. 

 

These thresholds can be compared with the impacts of observed 

covariates below. 

 
Observed Impact Table for peop80 
 
+--------------------------------------------------------------------+ 
|          Raw |         Cor(vX) |         Cor(vY) |          Impact | 
|--------------+-----------------+-----------------+-----------------| 
|      water80 |        0.533900 |        0.764800 |        0.408300 | 
|       income |        0.284500 |        0.417800 |        0.118800 | 
|       retire |       -0.358400 |       -0.273100 |        0.097900 | 
|       educat |        0.057100 |        0.040400 |        0.002300 | 
+--------------------------------------------------------------------+ 
 
+--------------------------------------------------------------------+ 
|      Partial |         Cor(vX) |         Cor(vY) |          Impact | 
|--------------+-----------------+-----------------+-----------------| 
|      water80 |        0.458000 |        0.726000 |        0.332500 | 
|       income |        0.071400 |        0.286800 |        0.020500 | 
|       educat |       -0.054500 |       -0.156700 |        0.008500 | 
|       retire |       -0.225000 |       -0.006600 |        0.001500 | 
+--------------------------------------------------------------------+ 
 
X represents peop80, Y represents water81, v represents each covariate. 
First table is based on raw (unconditional) correlations, second table is 
based on partial (conditional) correlations. 
 
konfound command should only be run immediately after a model is estimated. 
No other commands should be entered between estimating the model and running 
konfound. 
 
See Frank et al. (2013) for a description of the method. 
 
Citation: Frank, K.A., Maroulis, S., Duong, M., and Kelcey, B. (2013). 
What would it take to change an inference? Using Rubin's causal model to 
interpret the robustness of causal inferences. Educational Evaluation and 
Policy Analysis, 35, 437-460. 
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Stata graphic output 
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 2.3 Benchmarks for the ITCV (Correlations associated with Observed 
Variables) of ITCV 

While the ITCV quantifies the exact hypothetical conditions necessary to change an 

inference, it can be useful to evaluate the ITCV by comparing with the impacts of observed 

covariates (e.g., Frank, 2000; Rosenbuam, 1986). To begin, for models such as (2) that already 

include an observed covariate, z, the expression in (7) generates the ITCV|z. This can be 

converted to an expression that is a function of zero-order (unadjusted) correlations (under the 

assumption that rz⸱cv=0):   

 

 

 

 

Then the ITCV can be expressed relative to the impact for an observed benchmark covariate z4: 

The ITCV(benchmark) is the ratio of the unobserved impact necessary to change the inference 

relative to the observed impact of the covariate z. ITCV(benchmark) > 1 indicates that to nullify the 

inference for β1, the impact of an unobserved covariate would have to be greater than the impact 

of the observed covariate (Altonji et al., 2005; Oster, 2019).  

For example, Hong and Raudenbush (2005) analyzed a sample size of 7,639 students with 221 

covariates to estimate the kindergarten retention effects (for 7,168 promoted students, 471 

retained students). The results showed that the expected reading achievement for a retained 

student would be 9.01 points lower at the end of the treatment year, with a standard error of 0.68 

and an observed t-ratio of -13.27 (Hong & Raudenbush, 2005, p. 217). An omitted confounding 

variable would have to have an impact of rx∙cv x ry∙cv=-.132, with component correlations of 

.1321/2=.36 (taking opposite signs) to result in a partial correlation of −.023 (associated with a p-

value of .05). Correspondingly, if an omitted variable had an impact greater in magnitude than .132 

the estimated effect of kindergarten retention on achievement would not be statistically significant 

(p > .05). This calculation accounts for how the omitted variable would change both the estimated 

effect and its standard error as in (3) through (8). 

 

4 Altonji et al. (2005) and Oster (2019) quantify sensitivity to a confounder in terms of the ratio of selection 

on observables to selection on unobservables rx⸱cv / ry⸱z, with their specification of the maximum R2 from (2) 

implying a value of ry⸱cv (Frank et al.,2022).  
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ITCV z r r
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 = − −

. (9) 

𝐼𝑇𝐶𝑉(𝑏𝑒𝑛𝑐ℎ𝑚𝑎𝑟𝑘) =
𝐼𝑇𝐶𝑉

𝑟y·z𝑟𝑥·z
=

𝑟y·cv𝑟𝑥·cv

𝑟y·z𝑟𝑥·z
. (10) 
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In the study of Hong and Raudenbush (2006), the strongest covariate identified is “student 

approaches to learning (SAL)” and its impact is rSAL,retentionrSAL,achievement=(−.1849)(.4442)=−.08. 

Correspondingly, the impact of an omitted variable would have to be −.132/(−.08)=1.65 or 65% 

stronger than the impact of the strongest covariate to change the inference. 

Consider the model to now include a vector of observed covariates, Z: 

 

 Frank (2000) shows that the expression in (10) can be generalized for the model in (11):  

 

 

where RY∙Z is the multiple correlation between Y and the vector of covariates z (0<RY∙Z<1), RX∙Z is the 

multiple correlations between X and the vector of covariates z (0<RX∙Z<1). Knaeble and Dutter 

(2017) and Knaeble et al. (2020) show that the OLS estimate for β1 for the model in (11) is 

 

where 
ˆ ˆXY

 is the correlation between X̂ (the predicted value from regressing X on the elements in 

Z) and Ŷ  (the predicted value from regressing Y on the elements in Z), with −1<
ˆ ˆXY

 < 1.  The 

corresponding partial correlation is 

rSAL,retentionrSAL,achievement=(−.1849)(.4442)=−.08. 

 

outcome=β0+β1treatment+Β’Z. (11) 

𝐼𝑇𝐶𝑉(𝑏𝑒𝑛𝑐ℎ𝑚𝑎𝑟𝑘) =
𝑟y·cv𝑟𝑥·cv

𝑅y·Z𝑅𝑥·Z
, (12) 
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Therefore, under the assumption that 

ˆ ˆXY
  =1 (the strength of a covariate’s prediction of X 

corresponds to its strength of prediction of Y), the expression in (10) can be generalized for the 

model in (11) using the expression in (12). Note that the terms 
y·Z x·Z and R R  can be obtained directly 

from the overall R2 from (11) and 
1̂ , 

1
ˆ( )se  , ˆ

X and ˆ
Y . Thus, one can benchmark using one, 

some, or all covariates in Z (Lonati & Wulff, 2025). One can also benchmark conditional on other 

variables in the model such as pretests which have been shown to dramatically reduce the bias (by 

60%-90%) in observational studies when compared with randomized controlled trials (e.g., Shadish, 

Clark, and Steiner, 2008; Steiner et al., 2010, 2011; see review in Wong, Valentine, and Miller-

Bains 2017). 

Assuming that an omitted variable is independent of observed covariates, the unconditional rcv∙y 

and rcv∙y can be expressed as:   

 

             (15) 

             (16) 
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 3. ROBUSTNESS OF INFERENCE TO REPLACEMENT (RIR)5 

 
3.1 Overview of RIR 

An alternative to expressing confounding in terms of the dual components rx∙cv ry∙cv is to 

express differences between treatment and control groups on potential outcomes, some of which 

might be due to a confounder related both to treatment assignment and to the outcome. The 

potential outcomes framework is best understood through the counterfactual sequence: I had a 

headache; I took an aspirin; the headache went away. Is it because I took the aspirin?  One will 

never know because we do not know what I would have experienced if I had not taken the aspirin.  

One of the potential outcomes I could have experienced by either taking or not taking an aspirin 

will be counter to fact, termed the counterfactual within Rubin’s Causal Model – RCM (for a history 

and review of RCM see Holland, 1986; or Morgan and Winship, 2007, chapter 2).  In the example 

of Desmond and Kimbro (2015), it is impossible to observe a mother who is simultaneously 

evicted and not evicted.  

 Formally expressing the counterfactual shows how potential outcomes can be applied 

to represent bias from non-random assignment to treatments and thus can be utilized for 

sensitivity analysis. Define the potential outcome t

iY  
as the value on the dependent variable (e.g., 

economic hardship) that would be observed if unit i were exposed to the treatment (e.g., being 

evicted); and define c

iY as the value on the dependent variable that would be observed if unit i 

were in the control condition and therefore not exposed to the treatment (e.g., not being evicted). 

If the Stable Unit Treatment Value Assumption (SUTVA; Rubin, 1986, 1990) holds – that there are 

no spillover effects of treatments from one unit to another – then the causal mechanisms are 

independent across units, and the effect of the treatment on a single unit can be defined as  

 

The problems of bias due to non-random assignment to treatment are addressed by defining 

causality for a single unit– there is no concern about confounding because the unit assigned to 

the treatment is identical to the unit assigned to the control. Similarly, there is no concern about 

sampling error because the model refers only to the single unit i. Of course, the potential 

outcomes framework does not eliminate the problems of bias due to non-random assignment to 

treatments or non-random sampling.  Instead, it recasts these sources of bias in terms of missing 

data (Holland, 1986), because for each unit, one potential outcome is missing.  

The potential outcomes framework has been leveraged by multiple approaches to sensitivity 

analysis from closed form calculations based on matches (e.g., Rosenbaum & Rubin, 1983) to 

graphical representations (e.g., Cinelli & Hazlett, 2020; Imbens, 2003), to computation of the 

properties of covariates (e.g., Jesson et al., 2021; Kallus et al., 2019) to simulation-based 

techniques that generate full distributions of potential outcomes (e.g., Blackwell, 2014; Brumback 

et al., 2004; Dorie et al., 2016; Franks et al., 2019). The key is to recognize that there is evidence 

of confounding if those assigned to the treatment would have done better in the control condition 

than those assigned to the control. For example, Blackwell (2014) defines confounding in terms 

of the expected differences between potential outcomes in the absence of a treatment effect. To 

 

5 This chapter is modified from Frank et al.’s (2023) paper published in Social Science Research and Frank 

et al.’s (2021) paper published in Journal of Clinical Epidemiology. 

δi=
 
− .  (17) 
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explore sensitivity, Blackwell (2014) then replaces observed outcomes with outcomes adjusted 

for a given level of confounding and re-estimates the treatment effect.  In a sense, the replaced 

cases achieve the conditional independence assumption associated with no unobserved 

confounding in the potential outcomes framework (Rosenbaum & Rubin, 1983).  

Here we leverage the Robustness of Inference to Replacement (RIR; Frank et al., 2013; Frank 

et al., 2021) to generate a compact expression of robustness based on the potential outcomes 

framework. The starting point for the RIR is when an analyst makes an inference (from a strong 

design) when the empirical evidence exceeds a threshold. As is commonly the case in academic 

research, the threshold can be defined by statistical significance – the threshold is an estimate 

just large enough to be interpreted as unlikely (e.g., p < .05) to occur by chance alone (for a given 

a null hypothesis). However, the threshold could also be generally defined as the point at which 

evidence from a study would make one indifferent to the inference. For example, the threshold 

could be the effect size where the benefits of a policy intervention outweigh its costs for either an 

individual or community (Kraft, 2020).  

Regardless of the specific threshold, one can compare an estimate with a threshold to 

represent how much bias there must be to nullify, or undo, the inference. The more the estimate 

exceeds the threshold, the more robust the inference with respect to that threshold 

 

 

Consider the idealized example in Figure 2. Here, the estimated treatment effect is 6. If the 

standard error were 2, then the estimate would be statistically significant from zero if the estimate 

were greater than tcritical x standard error; the estimate must be greater than 1.96 x 2 = 3.92 

(where 1.96 represents the critical value of a t-distribution for probability level of .05 for a two-

tailed test and sample size of 260). Thus, we draw the threshold for inference at 3.92, or about a 

value of 4 shown on the graph in Figure 2.  

Frank et al.’s, (2013) interpretation of Figure 2 is that because one-third of the estimated 

effect of 6 exceeds the threshold of 4, one-third of the estimate would have to be due to bias to 

change the inference. One could interpret this purely in terms of omitted variables (e.g., An and 

Glynn, 2021); an omitted variable would have to reduce the estimated effect by the one-third to 

nullify the inference. But this would not account for the corresponding change in standard error 

upon including the omitted variable, returning to the ITCV.  

Frank et al. (2013) also demonstrate that one can interpret the % bias to nullify an inference 

in terms of replacing observed cases with counterfactual cases where a null hypothesis of zero 

treatment effect held. Specifically, one would expect to need to replace 1/3 of the observed cases 

Figure 2: Estimated effect relative to a threshold for inference. 
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with cases for which the treatment had no effect to reduce the estimated effect of 6 below the 

threshold for inference of 4. The larger the proportion to replace, the more robust the inference.  

Formally, to calculate the changes in the data necessary to modify an estimated effect to a 

specific value, we follow Frank et al., (2021) to define the estimated effect from observed and 

unobserved data as ( δ̂ ) as a function of the observed estimated effect (
oδ̂ ) and the hypothesized 

effect in the unobserved (e.g., counterfactual) replacement data (δu). See Cronbach (1982) or  

Frank & Min (2007) for details. Assuming the proportion of units receiving the treatment is the 

same in the observed and unobserved data, an expression for δ̂ is:  

 

where π is the proportion of observed cases replaced by unobserved cases. For example, cases 

can be replaced by their counterfactual counterparts (e.g., treatment cases replaced by 

counterfactual controls) in which there is no treatment effect. Therefore, δ̂ is a mixture, 

according to π, of 
oδ̂  and δu.  

To determine the conditions necessary to change an inference, first assume a null hypothesis 

of zero effect holds exactly in the unobserved data: δu = 0 (Cinelli & Hazlett, 2020; Frank et al., 

2013; VanderWeele & Ding, 2017). For example, δu = 0 holds exactly if the unobserved data are 

generated from a null hypothesis of zero effect and there is no sampling variability because there 

is no covariate imbalance (the approach can also be extended to include countervailing effects in 

the replacement data; Frank et al., 2013). Or, δu = 0 holds if there are no variables confounded 

with treatment and outcome. Then set δ̂ = δ# where δ# defines the threshold for making an 

inference (such as an estimate associated with an effect size of specific clinical significance; 

Angst, Aeschlimann, & Angst, 2017) or with a specific p-value (e.g., .05) and finally solving for π 

yields: 

 

The closed form expression in (19) allows one to calculate what proportion of the cases (π) 

in the observed sample would have to be replaced with counterfactual zero effect cases to reduce 

the combined estimate ( δ̂ ) below the threshold (δ#) for making an inference (Frank et al., 2013). 

For instance, in the simple example in Figure 2 where 
oδ̂  = 6 and δ# = 4, π = 1 - 4/6 = 1/3, implying 

that to change the inference, 1/3 of the observed cases would have to be replaced with 

counterfactual cases in which there was no effect of the treatment.  

There are two important points to make about the RIR. First, by conceptualizing robustness 

in terms of how much of the data would have to be replaced to change the inference, the RIR 

quantifies the robustness of the inference in terms of experiences of people expressed as 

potential outcomes. Second, the RIR is essentially non-parametric in that it applies regardless of 

the functional form relating the covariate to the outcome or to the treatment. As such, the RIR has 

been extended to a broad class of models across the social sciences including propensity models 

(Frank et al., 2008), logistic regression for dichotomous outcomes (Frank et al., 2021), omitted 

variables in multilevel models (Dietz et al., 2015), omitted levels of analysis in multilevel models 

(Chen, 2020), Bayesian analysis (Li & Frank, 2020), social network models (Xu & Frank, 2021), 

𝛿ሜ = (1-𝜋)𝛿𝑂 + 𝜋𝛿𝑈 , (18) 
 

𝜋 = 1 −
𝛿#

𝛿𝑂
= Robustness of Inference to Replacement (RIR) . (19) 
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and multisite randomized control trials and spillover violations of SUTVA in value added models 

(Lin, 2019). 

Importantly, the RIR has also been extended to quantify concerns about external validity 

(Frank et al., 2013; Frank & Min, 2007) across disciplines, including education (Broda et al., 

2018; Saw, Kunisaki, et al., 2025; Saw, Lin et al., 2025b), psychology (Ansari & Gottfried, 2021; 

Golec de Zavala et al., 2021), environmental studies (Chung et al., 2018; Mayer et al., 2021), 

sociology (Paxton et al., 2020; Pyne, 2019), political science (Chua, 2024; Ciobanu, 2024), 

economics (Lapatinas & Litina, 2019; Shen & Zhang, 2024), and business and management 

(Busenbark et al., 2021; Martino et al., 2024; Shin & You, 2023). The idea here is that one would 

like to make a general statement about causality that applies in a population that includes both 

a sampled and unsampled population. In the study example of Desmond and Kimbro (2015), one 

might seek to generalize the inference of an effect of eviction on economic hardship among 

women to a population in another subsequent time point. Of course, conditions of economy and 

housing could change generally between any two time points, eliminating the ability to claim 

absolutely that those in the study represent any other time. One question then is how much must 

the estimated effect of eviction based on data from a given time point be biased by the time frame 

to nullify an inference beyond that time point? This can be answered by applying the RIR.  

Interpreted in terms of sampling, to nullify an inference that applies beyond the study year of 

Desmond and Kimbro (2015), 43.4% of the mothers in the data would have to be replaced with 

cases from a subsequent year and for which eviction had no effect on economic hardship. This 

complements other techniques that characterize the surface similarity (Cook et al., 2002) of the 

sampled and unsampled populations (e.g., Tipton, 2014). Note the parallels of external validity 

robustness to the original presentation of the RIR. In both cases we acknowledge that the desired 

data are not observed, and we use the sensitivity analysis to quantify how much the observed 

data would have to be perturbed by unobserved data (from the counterfactual or sampling) to 

change the inference. 

In the application to dichotomous patient outcomes, such as mortality, the RIR maps to the 

existing concept of “fragility” which has been gaining increasing attention in clinical epidemiology 

(Atal et al., 2019; Garcia-Retamero & Hoffrage, 2013; Walsh et al., 2014) with applications in 

oncology (Forrester et al., 2020) and pediatrics (Rickard et al., 2020). The Fragility Index indicates 

how many patients from the treatment group would have to have different outcomes, or 

experience event switches, to change an inference (Walsh et al., 2014). The RIR directly extends 

the Fragility Index in two fundamental ways. First, using RIR as in Figure 2, any threshold can be 

used as a basis for inference. Second, the RIR accounts for the likelihood that an outcome for a 

case will be switched. Consider the example in Table 1 below, drawn from Walter et al. (2020). 

These results are from a hypothetical experiment where 90/95 patients given Treatment A 

survived (versus died), 96/96 patients given Treatment B survived, with a p-value of .029 (based 

on Fisher’s exact test) leading to the inference that Treatment B is more effective than Treatment 

A. Walter et al. (2020) note that the Fragility Index of this inference is 1 – if one alive case in 

Treatment B were switched to died, the success rate would change to 95/96 in the treatment, 

and the p-value would change to 0.118. Correspondingly, if one uses a threshold of p=.05, the 

one switch would lead to an inference that there is no difference between Treatments A and B. 

Walter et al. (2020) note that the “fallacy” in this [the Fragility Index] argument is that the change 

from 0 to 1 death in treatment group B may actually be unlikely to occur because of the rarity of 

death.  
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Walter et al’s (2020) concern can be expressed by considering how switches are generated 

from case replacement. In particular, we ask how many of the 96 Treatment B Survived cases 

would have to be replaced with Treatment A cases to change the inference that Treatment B was 

more efficacious than Treatment A. We begin by drawing the replacement cases from a population 

represented by Treatment A with an estimated mortality rate of 5/95 or 5.3%.  Using the 5.3% 

mortality rate, for every 19 Treatment B Survival cases replaced, we would expect 18 to remain 

classified as alive, and 1 to be reclassified as died. Therefore, we expect to have to replace 19 

Treatment B alive cases to generate the one Treatment died case necessary to change the 

inference (p = 0.118).  RIR = 19 out of 96 while the Fragility Index = 1. 

Formally, the Fragility Index can be expressed as the expected number of replaced treatment 

cases with positive outcomes multiplied by the observed probability of negative outcomes in the 

control group: Fragility Index = RIR x p̂ , where p̂  is the observed probability of a negative 

outcome in the control group.  This implies that RIR = Fragility Index / p̂ .  In the example, 

19=1/.053. Thus, RIR is a funciton of p̂ , addressing Walter et al.’s (2020) critique of the Fragility 

Index by incorporating the prevalence of positive and negative outcomes in the data. 

 

*** A further reading list on RIR can be found on KonFound-It! Website resources page.  
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3.2 An Application of RIR with Continuous Outcomes: A Step-by-Step 
Guide 

The calculations of RIR with continuous outcomes can be performed with (1) a Shiny app 

KonFound-it! At https://konfound-project.shinyapps.io/konfound-it/, (2) Konfound commands in 

R software, (3) Konfound commands in Stata software, or (4) a Konfound-it! Spreadsheet (in 

Microsoft Excel). To compute the RIR of an estimated effect in a linear model (i.e., regression), a 

researcher will need the four following values from the data or estimated model: (1) estimated 

coefficient for the predictor of interest, (2) standard error, (3) sample size, and (4) number of 

covariates.      

As an example of how to apply the RIR, consider Yeager et al.’s (2015) estimated effect of a 

growth mindset intervention on core course GPAs among lower-achieving adolescents, which is 

0.10 grade points (standard error = 0.03; sample size = 6,320; number of covariates = 5; see the 

abstract and results of the paper below). 
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 3.2.1 Computing RIR with KonFound-it! Shiny App 
 

3.2.1.1 Access 

To use the KonFound-it! Shiny App, go to https://konfound-

project.shinyapps.io/konfound-it/. As of the release of this practical guide, the KonFound-

it! Shiny App is built with version 0.4.0 of the konfound R package, which would be updated 

over time. 
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3.2.1.2 Calculating RIR 

To calculate the RIR, follow the steps 

illustrated below:  

 

 

Step 1 

Choose the option of 

“Continuous” as the type 

of outcome 

 

 

 

Step 2 

The option of “Estimates 

from a linear model” will 

be automatically chosen 

 

 

 

 

Step 3 

Choose the option of “RIR:  

Generalized Robustness of  

Inference to Replacement  

(Basic Analysis)”     
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Step 4.1 

Enter the coefficient of the 

predictor of interest 

 

 

 

Step 4.2 

 

Enter the standard error 

of the estimated effect 

 

 

Step 4.3 

Enter the number of 

observations (or sample size) 

of the estimated model 

 

 

Step 4.4 

Enter the number of 

covariates included in the 

model other than the 

predictor of interest 
 

 

Step 4.5 

Click “RUN” 
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The Text Output 

presents a statement 

interpreting the 

calculated RIR. 
 

 

The Graphic Output 

presents an estimated 

effect (0.100) relative to 

a threshold for inference 

(0.059).   

 

3.2.1.3 Output and Interpretation 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Suggested Interpretation: 

A suggested statement for interpreting the calculated RIR of Desmond and Kimbro’s 

(2015) estimated effect of growth mindset intervention in a RCT on core course GPA 

reads:  “to nullify the inference of the estimated effect of growth mindset intervention on 

core course GPAs among lower-achieving adolescents (coefficient = 0.10; standard error 

= 0.03; sample size = 6,320; number of covariates = 5), 41.19% of the cases (or 2,603 

cases) would have to be replaced with counterfactual cases for which the treatment has 

zero effect” (Frank et al., 2013). 

*** Other published empirical examples with ITCV interpretation can be found on 

KonFound-It! Website resources page.  
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To generate R codes, 

check the box on the left 

of “Generate R Code” 

 

To generate Stata codes, 

check the box on the left 

of “Generate Stata 

Code” 

3.2.1.4 Generating R and Stata codes 

To generate R and Stata codes: 
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3.2.2 Computing RIR with R Software 

3.2.2.1 Installation 

To install the CRAN version of konfound: 

install.packages("konfound") 

To install the development version from GitHub: 

install.packages("devtools") 

devtools::install_github("jrosen48/konfound") 

3.2.2.2 Calculating RIR 

To calculate the RIR by manually entering results using long-form code:  

library(konfound) 
pkonfound(est_eff = 0.10, 
          std_err = 0.03, 
          n_obs = 6320, 
          n_covariates = 5, 
          index = 'RIR') 

 

To calculate the RIR by manually entering results using short-form code: 

pkonfound(0.10, 0.03, 6320, 5, index = 'RIR') 

 

3.2.2.3 Output and Interpretation 

R output (the same for both long- and short-form approach): 

Robustness of Inference to Replacement (RIR): 
RIR = 2603 

 
To nullify the inference of an effect using the threshold of 0.059 
for statistical significance (with null hypothesis = 0 and alpha = 
0.05), 41.19% of the (0.1) estimate would have to be due to bias. 
This implies that to nullify the inference one would expect to have 
to replace 2603 (41.19%) observations with data points for which the 
effect is 0 (RIR = 2603). 
 
See Frank et al. (2013) for a description of the method. 
 
Citation: Frank, K.A., Maroulis, S., Duong, M., and Kelcey, B. (2013). 
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What would it take to change an inference? Using Rubin's causal model 
to interpret the robustness of causal inferences. Education 
Evaluation and Policy Analysis, 35, 437-460. 
 
Accuracy of results increases with the number of decimals reported. 
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 3.2.3 Computing RIR with Stata Software 

3.2.3.1 Installation 

To install the Stata konfound command: 

ssc install konfound 

ssc install indeplist 

ssc install moss 

ssc install matsort 

3.2.3.2 Calculating RIR 

To calculate RIR by manually entering results:  

pkonfound 0.10 0.03 6320 5, indx("RIR") 

 

3.2.3.3 Output and Interpretation 

Stata output: 

Robustness of Inference to Replacement (RIR): 
 
RIR = 2603 
 
To nullify the inference of an effect using the threshold of 0.059 for 
statistical significance (with null hypothesis = 0 and alpha = .05), 41.190% 
of the (0.10) estimate would have to be due to bias. This implies that to 
nullify the inference one would expect to have to replace 2603 (41.190%) 
observations with data points for which the effect is 0 (RIR = 2603). 
 
See Frank et al. (2013) for a description of the method. 
 
Citation: Frank, K.A., Maroulis, S., Duong, M., and Kelcey, B. (2013). What 
would it take to change an inference? Using Rubin's causal model to 
interpret the robustness of causal inferences. Educational Evaluation and 
Policy Analysis, 35, 437-460.  

 
Accuracy of results increases with the number of decimals reported. 
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3.2.4 Computing RIR with Konfound-it! Spreadsheet 

3.2.4.1 Download 

Go to KonFound-it! Website Resources page and download the KonFound-it! spreadsheet for calculating indices. 

 
3.2.4.2 Calculating ITCV, Output, and Interpretation 

Follow the steps illustrated below to calculate the ITCV and obtain the output and interpretation: 

 

 

 

 

 

 

 5 IGNORE this set of output 

for the RIR analysis  
 USE this set of output for 

the RIR 

 1 Enter the 

estimated effect 

 2 Enter the 

standard error 

 3 Enter the 

sample size 

 4 Enter the number 

of covariates 
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3.3 An Application of RIR with Dichotomous Outcomes for a 2x2 Table: A  
Step-by-Step Guide 

The calculations of RIR with dichotomous outcomes in a logistic model can be performed with 

(1) a Shiny app KonFound-it! At https://konfound-project.shinyapps.io/konfound-it/, (2) 

pkonfound commands in R software, or (3) pkonfound commands in Stata software. To compute 

the RIR of an estimated effect in a logistic regression model, a researcher will need the five 

following values from the data or estimated model: (1) estimated coefficient for the predictor of 

interest (log odds), (2) standard error (of the log odds), (3) sample size, (4) number of covariates, 

and (5) number of cases in treatment condition.      

As an example of how to apply the RIR with dichotomous outcomes for a 2x2 table, consider 

Herold et al.’s (2019) estimated RCT effect of Teplizumab (an antibody) on the development of 

type 1 diabetes in high-risk participants, where the disease was diagnosed in 19 (out of 44) of 

the participants who received teplizumab and in 23 (out of 32) of those who received placebo 

(see the abstract and results of the paper below).  
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 3.3.1 Computing RIR with KonFound-it! Shiny App 

3.3.1.1 Access 

To use the KonFound-it! Shiny App, go to https://konfound-

project.shinyapps.io/konfound-it/. As of the release of this practical guide, the KonFound-

it! Shiny App is built with version 1.0.3 of the konfound R package, which would be updated 

over time. 
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Step 1 

Choose the option of 

“Dichotomous” as the type of 

outcome 

 

Step 2 

Choose the option of 

“Logistic model” 

 

Step 3 

 

The option of “Generalized 

Robustness of Inference to 

Replacement (RIR)” will be 

automatically chosen  

 

3.3.1.2 Calculating RIR 

To calculate the RIR, follow the steps illustrated below:  
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Step 4.1 

 

 

Enter the number of control 

failure cases 

 

 

Step 4.2 

 

Enter the number of control 

success cases 

 

Step 4.4 

 

Enter the number of 

treatment success cases 

 

 

Step 4.3 

 

Enter the number of 

treatment failure cases 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

          

         Step 4.5 

         Click “RUN” 
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The Text Output presents a 

statement interpreting the 

calculated RIR. It also 

presents an User-Enetred 

Table and a Transfer Table 

showing the results of 

transferring cases from 

treatment success to 

treatment failure.   

3.3.1.3 Output and Interpretation 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Suggested Interpretation:  

A suggested statement for interpreting the calculated RIR of Herold et al.’s (2019) 

estimated effect of teplizumab on development of type 1 diabetes reads: “to nullify the 

inference of the estimated effect of teplizumab on the development of type 1 diabetes (19 

of the 44 participants who received teplizumab and 23 of the 32 participants who 

received placebo had type 1 diabetes diagnosed), one would need to transfer two data 

points from treatment success to treatment failure (Fragility = 2), which is equivalent to 

replacing three treatment success data points with data points for which the probability of 

failure in the control group applies (RIR = 3).” 

*** Other published empirical examples with RIR interpretation can be found on 

KonFound-It! Website resources page. 
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To generate R 

codes, check the 

box on the left of 

“Generate R Code” 

To generate Stata 

codes, check the 

box on the left of 

“Generate Stata 

Code” 

3.3.1.4 Generating R and Stata Codes 

To generate R and Stata codes: 
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 3.3.2 Computing RIR with R Software 

3.3.2.1 Installation 

To install the CRAN version of konfound: 

install.packages("konfound") 

To install the development version from GitHub: 

install.packages("devtools") 

devtools::install_github("jrosen48/konfound") 

 
3.3.2.2 Calculating RIR 

To calculate the RIR:  

library(konfound) 
pkonfound(a = 23, b = 9, c = 19, d = 25) 
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3.3.2.3 Output and Interpretation 

R output: 

Robustness of Inference to Replacement (RIR): 
RIR = 3 
Fragility = 2 
 
This function calculates the number of data points that would have 
to be replaced with zero effect data points (RIR) to nullify the 
inference made about the association between the rows and columns 
in a 2x2 table. One can also interpret this as switches (Fragility) 
from one cell to another, such as from the treatment success cell 
to the treatment failure cell. 
 
To nullify the inference that the effect is different from 0 (alpha 
= 0.05), one would need to transfer 2 data points from treatment 
success to treatment failure as shown, from the User-entered Table 
to the Transfer Table (Fragility = 2). This is equivalent to 
replacing 3 (12.000%) treatment success data points with data points 
for which the probability of failure in the control group (71.875%) 
applies (RIR = 3).  
 
RIR = Fragility/P(destination) 
 
For the User-entered Table, the estimated odds ratio is 3.307, with 
p-value of 0.019: 
User-entered Table: 
          Fail Success Success_Rate 
Control     23       9       28.12% 
Treatment   19      25       56.82% 
Total       42      34       44.74% 
 
For the Transfer Table, the estimated odds ratio is 2.760, with p-
value of 0.059: 
Transfer Table: 
          Fail Success Success_Rate 
Control     23       9       28.12% 
Treatment   21      23       52.27% 
Total       44      32       42.11% 
 
See Frank et al. (2021) for a description of the methods. 
 
*Frank, K. A., *Lin, Q., *Maroulis, S., *Mueller, A. S., Xu, R., 
Rosenberg, J. M., ... & Zhang, L. (2021). Hypothetical case 
replacement can be used to quantify the robustness of trial results. 
Journal of Clinical Epidemiology, 134, 150-159. *authors are listed 
alphabetically. 
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 3.3.3 Computing RIR with Stata Software 

3.3.3.1 Installation 

To install the Stata konfound command: 

ssc install konfound 

ssc install indeplist 

ssc install moss 

ssc install matsort 

 
3.3.3.2 Calculating RIR 

To calculate RIR:  

pkonfound 23 9 19 25, replace(1) model_type(2) 

 
Note: replace(#) – indicates whether to use the entire sample or the control group to 

calculate the base rate; the default value is control replace(0), to change to entire use 

replace(1) 

 

3.3.3.3 Output and Interpretation 

Stata output: 

Robustness of Inference to Replacement (RIR): 
 
RIR = 3 
Fragility = 2 
 
This function calculates the number of data points that would have to be 
replaced with zero effect data points (RIR) to nullify the inference made 
about the association between the rows and columns in a 2x2 table. 
One can also interpret this as switches (Fragility) from one cell to 
another, such as from the treatment success cell to the treatment failure 
cell. 
 
To nullify the inference that the effect is different from 0 (alpha = .05), 
one would need to transfer 2 data points from treatment success to 
treatment failure as shown, from the User-entered Table to the Transfer 
Table (Fragility = 2). This is equivalent to replacing 3 (12.000%) 
treatment success data points with data points for which the probability 
of failure in the control group (71.875%) applies (RIR = 3). 
 
RIR = Fragility/P(destination) 
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For the User-entered Table, the estimated odds ratio is 3.363, with p-
value of 0.019. 
User-entered Table: 
 
             |      Fail    Success  Success_%  
-------------+-------------------------------- 
     Control |        23          9      28.13  
   Treatment |        19         25      56.82  
       Total |        42         34      44.74  
 
For the Transfer Table, the estimated odds ratio of 2.799, with p-value 
of 0.059. 
Transfer table: 
 
             |      Fail    Success  Success_%  
-------------+-------------------------------- 
     Control |        23          9      28.13  
   Treatment |        21         23      52.27  
       Total |        44         32      42.11  
 
See Frank et al. (2021) for a description of the methods. 
 
*Frank, K. A., *Lin, Q., *Maroulis, S., *Mueller, A. S., Xu, R., Rosenberg, 
J. M., ... & Zhang, L. (2021). Hypothetical case replacement can be used 
to quantify the robustness of trial results. Journal of Clinical 
Epidemiology, 134, 150-159. *authors are listed alphabetically. 
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3.4 An Application of RIR with Dichotomous Outcomes in Logistic Model: A 

Step-by-Step Guide 

The  The calculations of RIR with dichotomous outcomes in a logistic model can be 

performed with (1) a Shiny app KonFound-it! at https://konfound-project.shinyapps.io/konfound-

it/(2) pkonfound commands in R software, or (3) pkonfound commands in Stata software. To 

compute the RIR of an estimated effect in a logistic regression model, regression, a researcher 

will need the five following values from the data or estimated model: (1) estimated coefficient for 

the predictor of interest (log odds), (2) standard error (of the log odds), (3) sample size, (4) number 

of covariates, and (5) number of cases in treatment condition.      

As an example of how to apply the RIR with dichotomous outcomes in a logistic regression 

model, consider Thiede et al.’s (2017) estimated effect (log odds) of cohabitation, compared with 

being married, on poverty among Hispanic households in the U.S., which is 0.388 (standard error 

= 0.139; sample size = 14,082; number of covariates = 23; number of cases in treatment 

condition = 1,267; see the abstract and results of the paper below). 
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 3.4.1 Computing RIR with KonFound-it! Shiny App 
 

3.4.1.1 Access 
To use the KonFound-it! Shiny App, go to https://konfound-project.shinyapps.io/konfound-

it/. As of the release of this practical guide, the KonFound-it! Shiny App is built with version 

0.4.0 of the konfound R package, which would be updated over time. 
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Step 1 

 

Choose the option of 

“Dichotomous” as the type of 

outcome 

 

 

Step 3 

 

Choose the option of “RIR: 

Generalized Robustness of 

Inference to 

Replacement/Fragility” 

 

 

Step 2 

 

Choose the option of 

“Logistic model 

 

3.4.1.2 Calculating RIR 

To calculate the RIR, follow the steps illustrated below:  
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Step 4.1 

 

Enter the coefficient of the 

predictor of interest (log 

odds) 

 

 

Step 4.3 

 

Enter the number of 

observations (or sample size) 

of the estimated model 

 

Step 4.2 

 

Enter the standard error of 

the estimated effect (log 

odds) 

 

 

Step 4.4 

 

Enter the number of 

covariates included in the 

model other than the 

predictor of interest 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

***The software takes these values to generate an implied 2x2 table. If there is a cell 

with a count smaller than five, an error will be generated. In some situations, this could 

be corrected by increasing the value of standard error, which will be reported in the output. 
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Step 4.5                                     

 

Enter the number of 

cases in treatment 

condition 

 

 

Step 4.6                                     

 

Click “RUN” 



  

 

 

 

 

 

The Text Output 

presents a statement 

interpreting the 

calculated RIR.  

 

 

3.4.1.3 Output and Interpretation 
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To generate R codes, 

check the box on the 

left of “Generate R 

Code” 

 

 
 

 

To generate Stata 

codes, check the 

box on the left of 

“Generate Stata 

Code” 

 

 

 

 

 

The Graphic Output 

presents benchmark 

values from 

hypothesized treatment 

success.   

 

 

 

 

 

 

Suggested Interpretation:  

A suggested statement for interpreting the calculated RIR of Thiede et al.’s (2017) estimated effect 

of cohabitation on poverty reads: “to nullify the inference of the estimated effect of cohabitation on 

poverty among Hispanic households in the U.S. (log odds = 0.388; standard error = 0.139; sample 

size = 14,082; number of covariates = 23; number of cases in treatment condition = 1,267), one 

would need to replace 7 (11.3%) treatment success data points with data points for which the 

probability of failure in the control group (96.6%) applies (RIR = 7).” (Frank et al., 2021). 

*** Other published empirical examples with RIR interpretation can be found on KonFound-It! Website 

resources page. 

3.4.1.4 Generating R Code (Stata code coming soon) 

To generate R code: 
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 3.4.2 Computing RIR with R Software 

3.4.2.1 Installation 

To install the CRAN version of konfound: 

install.packages("konfound") 

To install the development version from GitHub: 

install.packages("devtools") 

devtools::install_github("jrosen48/konfound") 

3.4.2.2 Calculating RIR 

To calculate the RIR by manually entering results with long-form code: 

library(konfound) 
pkonfound(est_eff = 0.388, 
         std_err = 0.139, 
         n_obs = 14082, 
         n_covariates = 23, 
         n_treat = 1267, 
         model_type = 'logistic') 

 

To calculate the RIR by manually entering results with short-form code: 

pkonfound(0.388, 0.139, 14082, 23, n_treat = 1267, model_type = 'lo
gistic') 

 

3.4.2.3 Output and Interpretation 

R output (the same for both long- and short-form approach): 

Robustness of Inference to Replacement (RIR): 
RIR = 7 
Fragility = 6 
 
You entered: log odds = 0.388, SE = 0.139, with p-value = 0.006. 
The table implied by the parameter estimates and sample sizes you 
entered: 
User-entered Table: 
           Fail Success Success_Rate 
Control   12382     433        3.38% 
Treatment  1205      62        4.89% 
Total     13587     495        3.52% 
 
Values in the table have been rounded to the nearest integer. This 
may cause a small change to the estimated effect for the table. 
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To nullify the inference that the effect is different from 0 (alpha 
= 0.050), one would need to transfer 6 data points from treatment 
success to treatment failure (Fragility = 6). This is equivalent to 
replacing 7 (11.290%) treatment success data points with data points 
for which the probability of failure in the control group (96.621%) 
applies (RIR = 7).  
 
Note that RIR = Fragility/P(destination) = 6/0.966 ~ 7. 
 
The transfer of 6 data points yields the following table: 
Transfer Table: 
           Fail Success Success_Rate 
Control   12382     433        3.38% 
Treatment  1211      56        4.42% 
Total     13593     489        3.47% 
 
The log odds (estimated effect) = 0.279, SE = 0.145, p-value = 0.054. 
This is based on t = estimated effect/standard error 
 
Benchmarking RIR for Logistic Regression 
The benchmark value helps interpret the RIR necessary to nullify an 
inference by comparing the change needed to nullify the inference 
with the changes in the estimated effect due to observed covariates. 
Currently this feature is available only when the reported results 
are statistically significant. 
 
The benchmark is used to compare the bias needed to nullify the 
inference / bias reduction due to observed covariates. Specifically, 
change in data from implied to transfer table / change in data from 
unconditional table to implied table 
 
To calculate this benchmark value, a range of treatment success 
values is automatically generated based on the assumption that the 
marginals are constant between the implied table and the raw 
unadjusted table. The benchmark value is visualized as a graph, 
allowing the user to interpret how the benchmark changes with 
hypothesized treatment success values. 
 
To calculate a specific benchmark value, locate the number of 
treatment successes in the raw data on the graph below. 
 
See Frank et al. (2021) for a description of the methods. 
 
*Frank, K. A., *Lin, Q., *Maroulis, S., *Mueller, A. S., Xu, R., 
Rosenberg, J. M., ... & Zhang, L. (2021). Hypothetical case 
replacement can be used to quantify the robustness of trial results. 
Journal of Clinical Epidemiology, 134, 150-159. *authors are listed 
alphabetically. 
 
Accuracy of results increases with the number of decimals entered. 
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 3.4.3 Computing RIR with Stata Software 

3.4.3.1 Installation 

To install the Stata konfound command: 

ssc install konfound 

ssc install indeplist 

ssc install moss 

ssc install matsort 

 
3.4.3.2 Calculating RIR 

To calculate RIR by manually entering results:  

pkonfound .388 .139 14082 23 1267, model_type(1) 

 

3.3.3.3 Output and Interpretation 

Stata output: 

Robustness of Inference to Replacement (RIR): 
 
RIR = 7 
Fragility = 6 
 
The table implied by the parameter estimates and sample sizes you entered: 
User-entered Table: 
 
             |      Fail    Success  Success_%  
-------------+-------------------------------- 
     Control |     12382        433   3.378853  
   Treatment |      1205         62   4.893449  
       Total |     13587        495   3.515126  
 
The reported effect size = .388, SE = .139, p-value = 0.006. Values in 
the table have been rounded to the nearest integer. This may cause a small 
change to the estimated effect for the table. 
 
To nullify the inference that the effect is different from 0 (alpha = 
0.050), one would need to replace 6 data points from treatment success to 
treatment failure (Fragility = 6). This is equivalent to replacing 7 
(11.290%) treatment success data points with data points for which the 
probability of failure in the control group (96.621%) applies (RIR = 7).  
 
RIR = Fragility/P(destination) 
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The transfer of 6 data points yields the following table: 
Transfer Table 
 
             |      Fail    Success  Success_%  
-------------+-------------------------------- 
     Control |     12382        433   3.378853  
   Treatment |      1211         56    4.41989  
       Total |     13593        489   3.472518  
 
The log odds (estimated effect) = 0.279, SE = 0.145, p-value = 0.054. This 
is based on t = estimated effect/standard error 
 
See Frank et al. (2021) for a description of the methods. 
 
*Frank, K. A., *Lin, Q., *Maroulis, S., *Mueller, A. S., Xu, R., Rosenberg, 
J. M., ... & Zhang, L. (2021). Hypothetical case replacement can be used 
to quantify the robustness of trial results. Journal of Clinical 
Epidemiology, 134, 150-159. *authors are listed alphabetically. 
 
Accuracy of results increases with the number of decimals entered. 
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3.5 Benchmarks for the RIR using data from What Works Clearinghouse 

(WWC) 

To aid educational researchers in characterizing the robustness of a given finding, we 

have calculated the RIR values for over 6,300 findings the What Works Clearinghouse (WWC) has 

rated as meeting its standards for a strong and well-executed research design. All findings 

meeting the WWC criteria, with or without reservations, were included. Researchers can access 

these values on the Sensitivity Analysis Benchmarks page of the KonFound-It! website.  

After calculating RIR for a finding from their educational study, a researcher can use the 

Sensitivity Analysis Benchmarks webpage to generate a desired reference distribution, enabling 

them to locate their own finding in a distribution of other similar and well-designed educational 

studies. Reference distributions can be tailored to match the finding on the following dimensions: 

study design (RCT or Quasi-Experiment), outcome domain, continuous or dichotomous outcome, 

WWC rating, etc., and sensitivity measure. Thus, a researcher could state for example that their 

RIR, as a percentage, was greater than ___ percent of studies in the WWC that match the same 

criteria 

3.5.1 Sensitivity Analysis Benchmarks: A Step-by-Step Guide 
 
3.5.1.1 Access 

To access the Sensitivity Analysis Benchmarks, go https://konfound-

project.shinyapps.io/wwc-sensitivity-benchmark/. As of the release of this practical 

guide, the benchmarks were calculated with version 1.0.2 of the konfound R package 

using findings available on the WWC website as of September 13, 2023. 
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Step 1 

 

Choose a study design: “All,” 

“Randomized Controlled 

Trial,” or “Quasi-Experiment.” 

 

 

Step 3 

 

Choose a outcome measure 

type: “All,” “continuous,” or 

“dichotomous.” 

 

Step 2 

 

 

Choose an outcome domain 

group: “Academic Readiness, 

Knowledge, or Skills,” 

“College Readiness, 

Progress, and Completion,” 

“Pre-K-12 Progress and 

Completion,” “School Leader 

Outcomes,” “School 

Outcomes and Educational 

Opportunity,” “Social, 

Emotional, Behavioral, and 

Mental Health Outcomes,” 

“Teacher Outcomes,” or 

“Workforce Outcomes.” 

 

Step 5: 

Choose a sensitivity measure: “Robustness of 
Inferences to Replacement (RIR),” “RIR as a 
percentage of Sample Size,” “Fragility 
(dichotomous only),” or “Unselected.” 

 

3.5.1.2 Generating a reference distribution of RIR 

To generate a corresponding distribution of RIR, follow the steps illustrated below: 
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Step 4: 

Choose WWC Finding Rating: 

“All,” “Meets WWC standards 
without reservations,” or 
“Meets WWC standards with 
reservations.” 

 



  

 

 

 

Step 1 

 
choose “Randomized 
Controlled Trial” as study 
design 

 

3.5.1.3 An Example: Yeager et al. (2015) 

As an example, consider Yeager et al.’s (2015) study in Section 3.2 above. The calculated 

RIR for the estimated effect of a growth mindset intervention in a RCT on core course GPAs 

among lower-achieving adolescents is 2,603 (41.19% of total sample 6,320). This following 

example of sensitivity analysis benchmarking focuses on using RIR as a percentage of 

sample size. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

 

Step 3 

 
choose “continuous” as 
outcome measure 

 

Step 2 

 
choose an outcome domain 
group: “Academic Readiness, 
Knowledge, or Skills,” as 
outcome domain group 

 

 

Step 4 

 

enter the number of 

covariates included in the 

model other than the 

predictor of interest 
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Step 5 

 
choose “RIR as a percentage 
of Sample Size” as sensitivity 
measure 
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The Output presents 

a graph showing a 

reference distribution 

of RIR as a 

percentage of sample 

size. 

Enter Yeager’s et al.’s 

(2015) RIR as a 

percentage of sample 

size here. 

3.5.1.4 Output and Interpretation 

 

 

 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Suggested Interpretation:  

A suggested statement for interpreting the sensitivity analysis benchmark for the 

calculated RIR of Yeager et al.’s (2015) estimated effect of growth mindset intervention 

reads: “The calculated RIR value of 2,603 for the estimated effect of growth mindset 

intervention in an RCT on core course GPA, when expressed as a percentage of the sample 

size (41.19%), is equal or greater than 37% of the values in an RIR reference distribution 

using findings from the What Works Clearinghouse (WWC). This reference distribution is 

based on 1,798 RCT findings related to academic readiness, knowledge, or skills 

outcomes and rated as meeting WWC standards without reservations.”
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Appendix A 

Overview of ITCV and RIR Techniques6 

Function Assumptions Threshold Output Software Step-by-Step Guide 

Impact Threshold of a 

Confounding Variable 

(ITCV) 

Frank (2000), Xu et 

al. (2019) 

Estimate and 

standard error 

change when 

confounding 

variable is added; 

Linear model 

Statistical 

significance or 

any partial 

correlation 

ITCV; component correlations; 

Unconditional correlations 

(forthcoming) 

Shiny app, R, 

Stata, 

spreadsheet 

See Section 2.2 

Robustness of 

Inference to 

Replacement 

Frank & Min (2007), 

Frank et al. (2013) 

Standard error 

does not change 

when cases are 

replaced 

Statistical 

significance or 

effect size 

% bias to nullify and inference; 

% of cases to replace with 

cases with 0 effect 

Shiny app, R, 

Stata, 

spreadsheet 

See Section 3.2 

RIR for 2x2 table 

Frank et al. (2021) 

  Statistical 

significance or 

effect size 

% of cases to replace with 

cases with 0 effect (RIR); 

Number of cases to switch 

from treatment success to 

treatment failure (Fragility).  

Other switches possible 

Shiny app, R, 

Stata, 

spreadsheet 

See Section 3.4 

Robustness of 

Inference for 

replacement for 

logistic regression 

Based on Frank et al. 

(2021) 

Initial inputs can 

be converted to 

2x2 table 

(adjustment to 

standard error 

may be required)  

Statistical 

significance or 

effect size 

% of cases to replace with 

cases with 0 effect (RIR); 

Number of cases to switch 

from treatment success to 

treatment failure (Fragility).  

Other switches possible  

Shiny app, R, 

Stata, 

spreadsheet 

See Section 3.3 

  

 

6 Updated as of April 14, 2025  
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Appendix B 

KonFound-It Website 
 

Latest news, resources, and training of ITCV and RIR can be found on KonFound-It! website 

(https://konfound-it.org/). 
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